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Abstract

Synchronized Real-Time Simulation of Distributed Networked Controls for a Power System Case Study

The purpose of this study is to develop and implement a distributed networked control framework for a power system simulation. The study addresses and improves upon speed and accuracy of simulation for computationally intensive power system dynamic simulations and distributed control utilizing Hardware-In-Loop (HIL) simulations. A dynamic four-bus test-case microgrid simulation is first constructed using SimPowerSystems™ toolbox of Matlab™ with renewable energy penetration. Parallel processing is achieved using a discrete real-time simulator Opal-RT by distributing the computation among its various processors and thus achieving real-time performance.

Maximum power point tracking (MPPT) controls for various photo-voltaic (PV) systems are distributed among external simulation platforms with the use of a client-server communication architecture and application layer messaging network protocols. The various networked platforms implementing control algorithms include general purpose and data-flow graphical programming languages. The solar irradiance profile for various PV systems is generated from an external spreadsheet data source as another networked module. Also included in the communication network is a commercial off-the-shelf (COTS) controller - a substation automation platform OrionLX which is used for supervisory control of the various relays in the microgrid feeder simulation.

Finally, a case study is presented which involves all of the above mentioned components - MPPT control and irradiance profile generation for PV systems as well as fault isolation in a microgrid using HIL supervisory relay control - as distributed elements of a communication
network with the real-time server. Modbus TCP/IP is used as the networking protocol while the networked control platforms are developed in C# and Simulink™ programming languages. Performance and bandwidth of the interdisciplinary system are analyzed. From the results of this study, it is concluded that the combination of a parallel processing and distributed control approach can be an effective strategy for improving dynamic power system simulations.
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CHAPTER 1

INTRODUCTION

1.1. Motivation of the Study

**Problem Statement:** Power system simulations play an important role in the study of stability and performance of electrical power systems, for instance load flow analysis and transient stability analysis. It involves modeling of power system equipment, integration of conventional and renewable sources into the power grid, and implementing improved control strategies for regulating the various dynamic and steady-state parameters in a power system. The last few decades has seen the US electricity transmission system face many challenges, including deregulation of the electricity grid, heavy integration of renewable energy sources and storage systems and utilization of fast-acting power-electronics based control equipment like FACTS compensation devices. Increasing demands on the transmission system has stretched the electrical performance to its system tolerable limits [1]. As a result, the complexity of (dynamic) power system simulations is increasing and improved novel approaches have to be implemented for analysis of power systems considering important factors like accuracy and speed of the simulation [2]. Some of the related topics discussed and implemented in this thesis with regards to a more efficient dynamic power system simulations are as follows:

**Parallel and Distributed Processing:** The different components in power system simulation models are usually made up of non-linear ordinary differential equations, which are solved by the modeling packages, for instance SimPowerSystems toolbox of Matlab. These equations can interact heavily with other sets of equations (for other components) in the system, resulting in a much more complicated system with a multiple of states. Once modeling is achieved, a thorough analysis of a practical system will generally require a large number
of simulation runs. If these runs prove too much for one single processor (simulation time is very slow), the model is usually simplified by approximated low-order equations. This approach sacrifices accuracy of the model and thus can produce impractical and/or inefficient results [2].

Using parallel processing of these simulation models can help preserve important system dynamics like transient and small-signal stability. Parallel processing involves dividing the simulation into multiple hardware components to perform the simulation as one single simulation [3]. In our study, we have used a discrete real-time simulator ‘Opal-RT’ for dividing up our power system simulation in 12 processing cores. This enables the real-time simulation required for hardware-in-loop analysis of physical system components. As described in [2], the measure speedup denotes the actual advantage (gain) when moving a simulated model to a parallel computing multiprocessor. These analysis are given in Chapter 6 and was observed that speedup for our study is significant.

A distributed system on the other hand consists of a number of independent computers connected via a communication network. These computers (or processors) are given specific individual tasks to solve one common problem as a single unit. The communication network can be composed of anything from Ethernet to fiber optic cables. Some of the advantages of a distributed computing system as compared to running an application on a single processor are reduced cost, freedom of model expansion (under the limit of communication bandwidth) and increased configurability [4]. In our study, multiple autonomous computers are used as various ‘clients’ in a client-server communication model for distributed control over the primary simulation components. The data packets are exchanged in real-time. Since the server side of the above mentioned client-server model utilizes a parallel computing multiprocessor
for accurate real-time simulations, both parallel and distributed processing advantages are implemented for system improvements.

**HIL Testing of Commercial Equipment:** Distribution protection and automation devices are required to undergo a thorough testing procedure before they can be implemented with the real grid [5]. For our study, a substation automation platform ‘OrionLX’ from NovaTech LLC is used to isolate a three-phase fault in a simulated microgrid system. It is a processor in itself and hence is able to make high-level decisions for various intelligent electronic devices (relays) in the system. This allows us to monitor the performance and limitations of the automation system. We can also analyze the efficiency of its programmed logic in special case scenarios, for instance large renewable energy penetrations to the grid and the response of the controller. Using a real-time simulator gives an added advantage of performing Hardware-In-Loop (HIL) simulations over the same communication network as the distributed system [5]. In essence, the hardware-in-loop device becomes a part of the distributed system architecture and can be regarded as just another autonomous computer system exchanging data with the server simulation.

**Limitations on Computational Style:** Simulation packages for dynamic power system simulation like Simulink/SimPowerSystems use a variety of solvers for ordinary differential equations. The user also defines a specific time-step approach for the whole system [6]. For a system with continuous states, a continuous solver is used and for a system with discrete states, a discrete solver is used. The user selects a fixed step discrete solver or a variable step discrete solver, depending on the model. Any one of the various integration techniques can be used for the solvers [6] and it is not unusual to find that one technique performs better over others for a specific part of the system. This problem is solved by using distributed
computing for different parts of the system. For instance, in our study, the incremental conductance Maximum Power Point Tracking (MPPT) controller for a specific PV system is running in variable step while the PV system itself runs on fixed step-size, while both being components of the same system. Also, the input data for a system can be treated as yet another distributed computer (though there is no feedback loop here). Instead of porting input data from source software to a format recognized by the simulation, the data can be directly fed through the communication network directly from the source software. For instance, a wind profile data generation software can deliver data packets directly to the input of a simulated wind turbine system through the networked communication.

**Model Environmental Characteristics:** Since the objective of power system simulations is to match the response of the real system as closely as possible, all aspects of the system dynamics have to be considered for an accurate simulation. In most physical systems, inter-device communication takes place through small communication networks themselves [7]. These networks are not usually modeled when creating a simulation of the system. Distributed processing facilitates modeling those networks in order to analyze scenarios like node failure or network failure between two points. For slow-speed networks in real systems, we can intentionally introduce latency to correctly simulate the behavior of the system. In our study, an intentional latency of 1 sec is introduced between the Photo-Voltaic (PV) system and the MPPT controller to simulate the real system.

### 1.2. Proposed Interdisciplinary System

The proposed interdisciplinary system, addressing all of the topics discussed above, has a distributed networked control architecture (Figure 1.1) which serves as a framework for Cyber-Physical Systems (CPS) and Networked Control Systems (NCS). As shown in the
fig below, the client-server communication network is implemented with Modbus TCP/IP (Transmission Control Protocol/Internet Protocol) standard protocols. The discrete real-time simulator Opal-RT serves as a central node (server) for the communication network while the other nodes (clients) are networked distributed controllers. Every client or the single server has a networking wrapper/layer on top of it to facilitate communication. Each of the nodes in the system has a different IP address as indicated in the figure.

Figure 1.1. Distributed Networked Control Framework for a Microgrid

The Server: The Opal-RT server has a layer of C code which contains socket programming as well as Modbus/TCP implementation. Socket programming is implemented such that the server can communicate with multiple clients simultaneously. A full dynamic microgrid power simulation is running on the Opal-RT system in real-time with its multiple devices
communicating with the distributed clients for control data. For instance, a photovoltaic system running on the server requests control data from the MPPT controller on a distributed server. The PV system and the MPPT control are in a feedback loop through the network. Other devices like overcurrent (OC) relays, wind turbine generation systems are also being controlled. While not in a feedback loop, the photovoltaic system is receiving its input solar irradiation data from one of the clients as well. The data is time-stamped for analysis and proper execution. The server is given IP1.

Clients: The various distributed clients are networked control devices for the primary simulation running on the server (Opal-RT). The control algorithms are all executing on their native platforms on their host computers. Each of these nodes also has a software layer for implementing network communication. The software controller node IP2 implements algebraic algorithms in C# language. The simulink controller node IP3 implements simulink & stateflow dynamic controllers in Matlab programming language. Matlab-.NET interfacing is done to load the relevant .NET libraries in Matlab. The physical controller node IP4 is the substation automation platform implementing relay control algorithms in Lua programming language. The nodes IP2 and IP3 each have a software layer implemented with the help of .NET libraries, written in C#, while the commercial control device OrionLX (IP4) has its own in-built software layer for client-server communication.

1.3. Organization of Thesis

The thesis has been organized as per the following chapters:

- **Chapter 2**: This chapter presents the literature review for the proposed system.

The study presented in this thesis is largely experimental with theoretical concepts and referred analytical results taken from the noted references.
• **Chapter 3**: This chapter examines the power system modeling done in SimPowerSystems/Simulink of Matlab for the case study presented in Chapter 6. Modeling of various components in the microgrid power system is explained in somewhat detail and analysis is done in Matlab to verify their correct behavior. These components are then integrated to form a single four-bus feeder serving as a microgrid to the utility grid. Performance of two of the most widely used MPPT controllers is also shown.

• **Chapter 4**: This chapter describes the system architecture of the proposed system. An overview of commercial devices like *Opal-RT* and *OrionLX* is given with explanation on their working and their role in the project. Also explained is the role of distributed computers used for networked control of renewable energy sources in the microgrid.

• **Chapter 5**: This chapter explains the software architecture for the distributed system. With the help of figures, the client-server networking methodology and its implementation in the current context is explained. The architecture of the server programming layer is also given. This chapter studies the implementation of various distributed control platforms for the system. First the structure of the .NET programming layer, for client-server communication, is explained. Then the implementation of control algorithms by interfacing software class libraries and Matlab is explained.

• **Chapter 6**: This chapter gives a case study for visualizing all the interdisciplinary aspects of this thesis in one practical application. Fault isolation, in case of a three-phase overcurrent fault, is done in the microgrid supported by distributed controller
supervisory logic. Analysis is done on the performance of the built system and limitations are monitored and noted. Robustness of the system is analyzed by increasing the number of networked clients and monitoring response times. Latency issues and bandwidth limitations on the network are noted.

- **Chapter 7**: The final chapter highlights the important features of the distributed control system framework and the scope of future research. Along with developing a groundwork for CPS, this thesis addresses the performance aspects of the developed system. However, improvements to the system in future work are required as detailed in this chapter.
CHAPTER 2

LITERATURE REVIEW

This chapter reviews the current trends of the various components, methods and ideas implemented and discussed in this thesis. The first six sections of this chapter cover a brief literature review of all the interdisciplinary aspects of this work. The final section correlates the study in this thesis with the general literature as described in previous sections of this chapter.

2.1. DISTRIBUTED AND PARALLEL PROCESSING

For dealing with large-scale and computationally intensive power system problems, distributed and parallel processing is proving to be one of the most effective new developments [3, 4, 8]. The two forms in which parallel processing has been widely implemented are: multiprocessors and multicomputers [9]. A multiprocessor consists of various processors sharing a common memory while multicomputers use message passing to communicate among its various processor-memory pairs [2]. The various advantages of distributed computing over conventional approaches are given in [8]. In power system applications, parallel and distributed processing have impacted several areas such as real time control for voltage stability assessment and optimal power flow [10, 11] and developing real-time simulators for accurate dynamic power simulations and design/testing of new equipment [12, 13, 14]. Several parallel and distributed techniques/algorithms as applied to power systems have been reviewed in [2]. One major advantage of parallel processing has been in the development of real-time simulators. An overview of parallel discrete event simulations and timing synchronization is given in [15]. Commercial real-time simulators like RTDS (Real-Time Digital Simulator) and Opal-RT system have been successful for industrial and academic research purposes [16].
2.2. Hardware-In-Loop

Hardware-In-loop simulation connects a physical controller is connected to a simulated plant, which is executing on a real-time platform [16]. This technology is thus a direct consequence of both parallel and distributing processing. Some of the case studies involving real-time HIL implementations include:

- Digital controller testing using Real-Time Virtual Testbed (RTVTB) [17].
- Parallel simulation of power drives and electric circuits using Opal-RT discrete real-time simulator [18].
- Simulation of distributed intelligent energy management systems for microgrids, using intelligent agents and zigbee wireless communication protocol.
- Power system modeling for active compensator and relaying HIL tests, using National Instruments PXI controller 8196 as a digital simulator [19].

Another technique for testing of physical devices with simulations, derived from HIL, is called the Power Hardware-In-Loop (PHIL). While HIL can only be used for small-signal control applications while PHIL involves actual power transfer from/to/from the hardware being tested [20]. PHIL is accomplished by the means of a logical partitioning of the full system into Hardware Under Test (HUT) and Rest of the System (ROS). This methodology decouples the physical device from the base simulation [20]. Several PHIL applications - for instance high-speed generator testing, fault current limiter testing and ship propulsion drive testing - have been discussed in [21, 22]. Differentiation and comparison between Controller Hardware-In-Loop (CHIL) and PHIL experimental studies have been given in [23]. Protection systems equipment simulation and fault isolation studies have been studied extensively in the context of HIL testing [24, 25, 26].
2.3. NCS AND CYBER-PHYSICAL SYSTEMS

A Networked Control System (NCS) is a feedback control system wherein the interface between the plant and the controller is built via a network communication system. With the increase in complexity due to the network, several NCS issues have been addressed in the literature [27]

- Network-induced delay while exchanging information can degrade the performance of overall system [28]. Delay compensation techniques like gain-scheduler middleware [29], predictive modeling of NCS [30] and Linear Matrix Inequalities (LMI) minimization [31] have been studied.
- Finite amount of available bandwidth can limit the number and size of input/output control signals. Bandwidth allocation and scheduling strategies for NCS have been studied in [32, 33, 34].
- Network security in wireless NCS is an issue as these network mediums are highly susceptible to easy interceptions. While taking care of network security, the trade-off between security and performance of NCS should also be considered. Security protocols such as wired equivalent privacy (WEP) and extensible authentication protocol (EAP) have been implemented in [35, 36] to address these issues.

A few of the various case studies involving NCS are:

- A multi-sensor network-controlled navigation system for multi-robots, using a novel concept known as iSpace has been developed at North Carolina Sate University [37]. Sensor data is fed through cameras to the networked controller, which then gives out control signals to the robots for obstacle avoidance and other navigation objectives.
• A supervisory load-frequency control (LFC) strategy for multi-area power systems using a Distributed Reference Offset Governor (DROG) device [38]. The latency due to the network is modeled by a time-delay in the simulation.

• A water process remote monitoring network system in a firepower plant using Modbus TCP protocol [39].

The above described networked control systems, coupled with real-time (power) hardware-in-loop simulations, can potentially be seen as a basis for an interdisciplinary CPS where the physical system (plant) is combined with multiple networked software modules (controllers) over a communication network. A model-integrated development approach to cyberphysical systems (CPS) is explained in [7], where the authors recommend an early simulated-to-physical world integration approach for model-based design. A review of developments in the Cyber-Physical Energy Systems (CPES) [40] emphasizes power systems/applications (especially smart grids), keeping in mind optimal power flow and energy control. Control of the microgrid is proposed to be achieved via a Microgrid Central Controller (MGCC) which is interfaced with real-world physical components of the grid - for instance PV systems and conventional generators - via a communication network [40].

2.4. **Multi-Agent Systems for Microgrid Control**

The next logical progression in distributed controls, as related to power systems, has been the development and implementation of Multi-Agent Systems (MAS), especially for microgrid control [41, 42]. An overall review of MAS utilized in power system applications is provided in [43]. According to [44, 45], MAS technology can be the basis of an organized control strategy where the full microgrid control is split among various intelligent distributed local controllers. The distributed technology has been evolved with new capabilities for more
complex microgrid controls [46]. MAS for wide-area control of power systems and single-machine systems has been studied in [47, 48, 49, 50]. A MAS can be either a physical hardware system or a simulated virtual one.

The control of distributed energy sources in a microgrid by using control, management and ancillary agents, has been proposed in [51]. The authors also use a Microgrid Central Controller (MGCC) for managing various agents in the system. Similar to the study in this thesis, the HIL technology with the Opal-RT simulator has been used for the implementation of physical agents. In [52], authors present another variation to the MAS technology, i.e., Intelligent Distributed Autonomous Power Systems (IDAPS). The focus is on customer-owned DER units which may or may not belong to different utilities. Implementation of the IDAPS concept is realized in [53] where SimPowerSystems toolbox of Matlab is used to simulate microgrid hardware with integrated agent control. TCP/IP protocols are used for software-simulation-hardware communication.

2.5. Synchronized Control and Network Limitations

For networked control of simulated and/or physical devices, synchronization is required between the plant and the controller over the transmission network. This introduces two new factors: time delays and response times, which have to be considered for optimal performance and stability of the networked distributed system [54, 55]. Synchronized control for distributed generators over an IP network from synchrophasor measurements is shown in [54]. Response-time analysis for private network connected IEDs in a system is done in [55]. Both these works show independent studies on private networks and hence a case study for response time analysis on a LAN network is needed.
2.6. Modbus/TCP in Networked Control

Modbus is a request/response distribution automation protocol widely used to control industrial devices over a network [17]. Hence industrial devices for power distribution already have Modbus interface built-in and thus the wide use of Modbus as a communication protocol for HIL simulations seems a logical choice. The basic structure, with framing and error checking techniques, is given in [56]. For Ethernet compatible equipment, TCP/IP protocol can be integrated into Ethernet to form the physical and data link layers of the OSI model [39]. In this study, Modbus TCP protocol has been used for networking distributed clients with the real-time server. Modbus/TCP has been used a master-slave protocol in various industrial and academic applications:

- In [57], Modbus/TCP was used for the client-server communication and interfacing between different controls equipment of the SCADA control system for analyzing its security.
- The protocol was implemented for the HIL testing of power electronics equipment using a multi-threaded server model for Modbus [17].
- In [58, 59], it is shown that Modbus/TCP can be used effectively for the IED architecture. IED’s provide various functions in power system industry like protection, monitoring, control and metering.
- The protocol can also be used in a NCS due to its simple and wide usage and low latency [39].
- The protocol was used for communication between two separate real-time simulators, the RTDS system and the Opal-RT system, for a combined electro-thermal simulation framework as shown in [60].
2.7. Summary

The literature review describes the current trends in the interdisciplinary field of distributed controls, as applied to power system distribution networks (including microgrids) and its simulations. This thesis presents a case study of the proposed hardware-in-loop distributed controls set-up for a microgrid and takes various theoretical concepts from the noted references in this chapter. Besides providing a novel experimental framework for CPSs, this study also indicates which type of power devices can be a part of this framework as per the response time analysis done in this study and also the stability of the system due to delays induced because of the network latency.
A Microgrid is a localized power system, which views generation and associated loads as a subsystem [61]. Microgrids generally contain multiple distributed generation sources and can operate in both islanded and grid-connected modes. The distributed generation in a microgrid can include renewable sources of energy like photovoltaic systems, wind turbines, fuel cells etc. Microgrids can thus be a highly reliable and green electric power source.

In this chapter, a four-bus, 25 kV transmission-level microgrid system is constructed with high renewable energy penetration in the form of multiple PV systems. Protection equipment is simulated in the form of overcurrent relays and autorecloser circuit breakers. The simulation is carried out with the help of SimPowerSystems toolbox of Matlab. In subsequent chapters, this constructed system is then used as the ‘plant’ while many of the control elements are implemented as ‘distributed controls’ for a case-study analysis of networked distributed control mechanism in a simulated microgrid.

A one-line diagram of the constructed system is shown in Figure 3.1. The voltage source $S1$ provides a three-phase AC constant voltage of 25 kV to the microgrid. The PV systems are connected to the AC microgrid transmission system through inverters $Inv(1-4)$ and step-up transformers $T1$ and $T2$. A three-phase overcurrent fault is placed between Bus 2 and 3 for the four-bus feeder system. Control of the peak power of the PV systems is achieved via two of the most widely used MPPT control algorithms:

---

1It is to be noted that the ‘Microgrid’ system constructed in this study is based on assumptions and parameters so as to simplify the power system operation (but not its dynamics) and hence does not represent real-world scenarios or current industry standards. This is done so as to keep the focus of the study on developing the communication framework (explained in later chapters), rather than the power system operation accuracy.
- Perturb and Observe Method (P&O)
- Incremental Conductance Method (IC)

![One-line diagram of a 25 kV Microgrid System](image)

**Figure 3.1.** One-line diagram of a 25 kV Microgrid System

The simulated protection equipment involves autorecloser circuit breakers $CB(1-4)$ and overcurrent relays $OC \ Relay(1-4)$. Both balanced and unbalanced resistive loads of various power ratings are placed within the microgrid feeder line. A three-phase balanced fault, between buses 2 and 3, is simulated for analysis of the protection system. A back-up generation source $S2$ is also provided for fault isolation study in Chapter 7.
Table 3.1. Simulation Specifications

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal Voltage</td>
<td>25 kV</td>
</tr>
<tr>
<td>Nominal Grid Frequency</td>
<td>60 Hz</td>
</tr>
<tr>
<td>Sample Time</td>
<td>50 $\mu$sec</td>
</tr>
<tr>
<td>Simulation Type</td>
<td>Discrete (Tustin)</td>
</tr>
<tr>
<td>Solver Type</td>
<td>Fixed Stepode3 (Bogacki-Shampine Formula)</td>
</tr>
</tbody>
</table>

The simulation parameters are as given in Table 3.1. Fixed step-size is used so as to make the simulation compatible with the real-time simulation environment (*Opal-RT*) [16] used in the subsequent chapters. A detailed description of the modeling of various individual components in the microgrid is as follows:

### 3.1. Photovoltaic Systems

Figure 3.2 represents a typical block-diagram configuration of a three-phase grid-connected PV system [62].

![Block diagram of a Grid-connected PV System](image)

**Figure 3.2.** Block diagram of a Grid-connected PV System

The PV system shown consists of the following main components:

- A PV array with solar irradiance profile as an input and DC supply as output.
• A DC-DC converter which delivers the maximum power DC supply with MPPT control signal and PV DC supply as an input.
• A DC-AC voltage source inverter which converts the DC supply to three-phase AC with the help of a voltage regulator.
• An LC filter to remove undesired harmonics from the fundamental frequency.
• A step-up transformer with a breaker so the PV system can be connected to the main grid.

Each of the subsystems is modeled and analyzed in SimPowerSystems and explained in some detail in the following sections.

Note: The only difference between the four PV arrays shown in Figure 3.1 is the use of different MPPT algorithms (and/or its parameters) for individual arrays.

3.1.1. PV ARRAY. A PV array is composed of many series and parallel connected PV modules, whereas a single module consists of a number of series connected solar cells. The basic equation from the theory of semiconductors [63] that mathematically describes the I-V characteristics of an ideal cell is:

\[
I_d = I_{sat} \left( e^{V_d/V_T} - 1 \right)
\]

where:

\[
V_T = k \frac{T}{q \Phi_a N_{cells}}
\]
where \( I_d \) is the diode current, \( I_{sat} \) is the diode saturation current, \( V_d \) is the diode voltage, \( V_T \) is the temperature voltage, \( k \) is the Boltzmann’s constant \((1.3806503 \times 10^{-23} \text{J/K})\), \( q \) is the electron charge \((1.6022 \times 10^{-19} \text{C})\), \( Q_d \) is the diode quality factor, \( N_{cell} \) is the number of series connected cells per module. The light-generated photo-current of the a single module is represented by \( I_{ph} \). This value increases as the number of parallel module strings increase and is directly proportional to the solar irradiance on the module’s surface.

For a PV array with 66 parallel strings \((N_{par})\) consisting of 5 modules \((N_{ser})\) each, the Equation (1) is altered to:

(3) \[ I_{d_{array}} = I_{sat_{array}} \left[ e^{V_d/V_{T_{array}}} - 1 \right] \]

where \( I_{d_{array}} \) is the aggregated diode current for the PV array, \( I_{sat_{array}} \) is the aggregated diode saturation current and \( V_{T_{array}} \) is the aggregated temperature voltage. These values, along with the increased photo-current value \( I_{ph_{array}} \) are calculated as:

(4) \[ I_{ph_{array}} = I_{ph} \times N_{par} \]

(5) \[ I_{sat_{array}} = I_{sat} \times N_{par} \]

(6) \[ V_{T_{array}} = V_T \times N_{ser} \]
The specific PV panel used in this study is *SunPower SPR-305-WHT PV Panel* [64]. The model parameters used for calculations in Equations (1) - (6) are given in Table A.1 in Appendix A. Figure 3.3 shows the I-V and P-V curves of the panel, derived and simulated from equations (1) and (2). The circle marker on the plots indicate the maximum power point and the dotted plots are shown for different values of input irradiances. The irradiance value used for the analysis done in this chapter is 1 $kW/m^2$.

![I-V and P-V curves for SunPower SPR-305-WHT PV Array](image)

**Figure 3.3.** I-V and P-V curves for SunPower SPR-305-WHT PV Array

3.1.2. DC LINK. The DC link for the modeled PV system consists of an initial low-pass filter, a DC-DC boost converter with MPPT control, and another capacitive low-pass filter. Referring to Figure 3.2, the primary function of the IGBT-based boost converter is...
to raise the output DC voltage as corresponding to the maximum power delivered by the PV array (knee of the I-V curve in Figure 3.3). It achieves this with the help of pulse-width modulated control signals (PWM switching frequency = 2 kHz) from the MPPT controller. The unmodulated control signal from MPPT is called duty cycle of the PV system [65]. The two “hill-climbing” MPPT algorithms used in this study are explained briefly [66] and their flowcharts/implementation diagrams are given in Appendix A in Figures A.1 and A.2.

- **Perturb and Observe Method (P&O)** [67, 68] The P&O method ensures maximum power output from the photovoltaic panel by modifying its output operating voltage or current. For instance, if increasing the voltage to a cell increases the power output of a cell, the control signal (duty cycle) increases the operating voltage until the power output decreases. Then, the voltage is decreased in small decremental steps to return to the maximum power output value. This process continues until the maximum power point is reached. Thus, the power output value of the solar panel oscillates around a specific maximum power value until it stabilizes. P&O is the most commonly used MPPT method due to its ease of implementation. One of the major drawbacks of the P&O method is that the power obtained oscillates around the maximum power point in steady state operation (as seen in Figure 3.8). Also, this algorithm has the tendency to track in the wrong direction under rapidly varying irradiance levels or temperature variations. A Matlab function is written to implement this algorithm, the flowchart for which is shown in Figure A.1 in Appendix A.

- **Incremental Conductance Method (IC)** [69, 68] The concept behind the Incremental Conductance MPPT algorithm is that the slope of the power-voltage (P-V) curve
is zero at the maximum power point, is positive at the left of the MPP and negative at the right of the MPP (Figure 3.3). The MPP for this method is calculated by comparing the instantaneous conductance (I/V) to the incremental conductance (∆I/∆V). Once MPP is obtained, the solar module maintains this power point unless a change in the current value occurs. This happens when there is a change in the MPP due varying ambient conditions. The algorithm then modifies the operating voltage until the new MPP is reached. This technique has an advantage over the P&O method that it can determine when MPP is reached without oscillating around this value. It can also perform MPPT under rapidly increasing and decreasing irradiance conditions with higher accuracy than the P&O method. The disadvantage of this method is that because of increased computational complexity, the MPP computation slows down the sampling frequency of the operating voltage and current. A Simulink Stateflow chart is constructed to implement this algorithm, the flowchart for which is shown in Figure A.2 in Appendix A.

3.1.3. PV INVERTER. A 3-arm bridge, with IGBT/Diodes as the power electronic devices, is used to convert the DC output of the Boost to three-phase AC. The Phase Locked Loop (PLL) within the voltage regulator (see Figure 3.2) tracks the grid voltage (1 pu) to ensure synchronization. A discrete PWM generator (2kHz) provides control pulses to the inverter IGBTs.

There are two sources of high-frequency noise on the inverter output voltages and currents [70] which have to be attenuated before connection to the grid (See Figure 3.4).

(1) The first one is the inverter PWM modulation frequency which is primarily attenuated by the LC filter and the transformer.
The second source originates from the switching transients of the power electronic devices (IGBTs). Shunt capacitors are added to attenuate this high frequency noise component.

![Diagram of PV Inverter Filtering Configuration](image)

**Figure 3.4.** PV Inverter Filtering Configuration

A two-winding 3-phase Δ/Y step-up transformer is used with an external control circuit breaker before connection to the grid. The breaker is closed after some amount of delay (1.75 secs for PV1 and PV2, 2 secs for PV3 and PV4) so as to analyze different penetration start-times for the PV systems.

### 3.2. Protection System

The protection system constructed in this study consists of four overcurrent relays, with autorecloser logic, for each of the four buses as shown in Figure 3.1. Since the power system constructed is radial in nature, definite-time overcurrent relays can be used to protect the network [71]. Autorecloser logic is also built into the relays for automatic reclose mechanism of the breakers. The operation and application (modeling) of the two mechanisms (overcurrent and autorecloser) is explained briefly as follows:
• **Overcurrent Relaying**: An overcurrent relay operates or picks up when its current exceeds a predetermined value. These types of relays protects the electrical power system against excessive currents (in any of the three phases) which may arise due to any of the various types of faults or short-circuits [72]. The types of relays used in this study are *definite time overcurrent relays* which operate only when the fault exceeds a predetermined value as well as when it is persistent for a predetermined amount of time (delay). In this study, four definite-time overcurrent relays are used. The downstream coordination of the relays according to the time-delay settings is shown in Figure 3.5.

![Diagram of feeder relays and time coordination](image)

**Figure 3.5.** Time Co-ordination for Feeder Relays

Figure 3.5 shows that the delay time for operating each relay \(T_{1-4}\) has been decreased as we move away from the primary source. This is a required characteristics of relay coordination so that the relay farthest from the fault can act as back-up protection and will only operate if the primary relay fails [72, 73].
• **Autorecloser:** In physical systems, the autoreclose circuit breaker is equipped with the mechanism to automatically close the breaker after it has been opened due to a momentary fault. The control system for a recloser will allow a selected number of attempts to restore service before locking out (opening the breakers), requiring a manual reset [72]. In our study, this control logic is built into the relays itself. Figure 3.6 shows the configuration of the built relay in SimPowerSystems.

![Relay Configuration](image)

**Figure 3.6.** Relay Configuration

### 3.3. Simulation and Fault Analysis

The microgrid system is simulated in Simulink environment and relay fault protection is analyzed. As shown in Figure 3.1, circuit breakers for Buses(1-3) are normally closed while that of Bus 4 is normally open. Simulation is carried out for 5 secs and the following results are analyzed:

1. **Bus Currents:** RMS current values are plotted in Figure 3.7 and it is seen that for a fault duration of 2 – 4 secs, relays R1 and R2 start their reclose mechanism after detecting the overcurrent fault. Since the lockout time for R2 is 0.5 secs (See Figure 3.5) and it is the closest downstream bus to the fault, it locks out after
2.5 secs and hence current in Bus 2 goes to zero permanently. R1 also sees the fault at 2 secs but since it is acting as a back-up protection to R2, it closes its breaker (resumes normal operation) after R2 locks out.

\[ 
\begin{align*} 
\text{Figure 3.7. RMS Bus Currents for Relay Operation, showing time increment (secs) on the x-axis and RMS Current values (Amperes) on y-axis} 
\end{align*} 
\]

It is also seen that the current goes to zero permanently for Bus 3 after R3 locks out, even though the fault is not present in the region between Buses 2 and 3. This means that the loads $L_3$ (Figure 3.1) become non-serviceable even though it is a
non-fault area. Hence there is a need for a supervisory control which is addressed in Chapter 7 of this thesis. The currents in Bus 4 remain zero throughout as CB4 is normally open and no control command is given for its operation.

(2) \textit{PV Duty Cycles}: Figure 3.8 shows the duty cycle control signals for the four PV systems.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3.8.png}
\caption{Duty Cycles for Microgrid PV Systems, showing time increment (secs) on the x-axis and the control signal ‘duty cycle’ value on the y-axis}
\end{figure}
PV1 and PV2 use the *Perturb & Observe* algorithm for duty cycle control while PV3 and PV4 use the *Incremental Conductance* algorithm. This is seen in Figure 3.8 where duty cycle plots for PV1 and PV2 are similar, same is the case for PV3 and PV4. As seen, duty cycles for both the algorithms oscillate at around 0.7 i.e. the maximum power point. A 1.5 secs delay is introduced so that the grid is stabilized before introducing renewable integration.
CHAPTER 4

SYSTEM ARCHITECTURE

The interconnection of different subsystems via a communication network for the proposed system is as shown in Figure 4.1. It consists of various distributed nodes with intercommunication via Ethernet-LAN as shown. The real-time simulator Opal-RT acts as the server node and the rest are client nodes with either control, monitoring or data sourcing functionality. Programming and data source platforms (i.e. Simulink, C# and Excel spreadsheets), along with physical hardware equipment, have been networked as client nodes.

Figure 4.1. Interconnected System Architecture
Hardware-In-Loop (HIL) simulation is a technique where parts of the simulation are replaced by their corresponding physical components. Generally, a physical controller is placed in a feedback loop with a simulated plant so as to test the hardware under various simulated conditions without dealing directly with various issues, for instance time consumption, cost and safety, that would result if the controller was to be tested in the field directly. The plant is generally represented by a mathematical model of its dynamic systems [74].

With reference to Figure 4.1, in this study, the server runs the microgrid simulation in real-time, synchronized with the external nodes, even though the system on the whole has an asynchronous communication architecture. HIL simulation is achieved with the integration of commercial power equipment OrionLX into the system. The two COTS devices used in this architecture, Opal-RT and OrionLX, are accompanied by their respective Human-Machine Interface (HMI). A client-server communication model is used for the control devices polling simulated power devices on the real-time server. A multi-level software and network architecture model for the system is explained in detail in the subsequent chapters. The purpose and functionality of individual nodes is explained in the following sections:

4.1. Real-Time Server: Opal-RT

Opal-RT\textsuperscript{TM} (model OP5600) is a discrete real-time simulator with 12, 3.3-GHz processor cores. The single target system uses the Red Hat Linux real-time operating system. The Opal-RT system is capable of simulating slow and fast transients of a large power system effectively. The real-time capability of the simulator makes it ideal for HIL prototype testing [75]. It separates the original Simulink model into subsystems to deploy on its various processors. Each portion of the model is coded in C language and ‘built’ for execution among its processors. After compilation, the code is loaded into the target hardware and executed.
via parallel processing (the full compilation-loading-execution process is described in detail in [76]). Opal-RT has an HMI called RT-Lab, a real-time simulation software environment which provides the user tools to develop and execute models written in the Matlab/Simulink environment on the Opal-RT hardware. Communication between the target hardware and the HMI console is achieved through a TCP/IP connection.

In our study, the Simulink microgrid model (constructed and analyzed in Chapter 3) is first configured into subsystems for compilation by RT-Lab. It is then converted to C code by Simulink Coder and loaded into the Opal-RT hardware. The display blocks can be viewed in a console window when the model is executed. The relevant software (written in C) is also loaded onto the target before compilation. These codes are used to send/receive data packets to/from the external distributed controllers with the help of TCP/IP protocols in our application (discussed in subsequent chapters). The internal communication of the simulated model and software is done via shared memory.

The simulator acts as a master server for the distributed control clients, communicating with a request-response methodology. It receives Modbus packets requesting to either send simulation data to respective clients or to write control data from them. The software managing this communication is written in C and uses multiplexing of signals (through UNIX socket programming) from different clients to handle all data via the same TCP port (for Modbus communication, port 502 is used). Synchronization with the clients is achieved by calculating and introducing appropriate delays while modeling clients, also discussed in subsequent chapters.
4.2. HIL Client: OrionLX

OrionLX\textsuperscript{TM} is a substation automation platform designed and manufactured by NovaTech LLC to perform a range of automation applications in electrical substations. Some of its functions when used in the field include: behaving as a smart remote terminal unit (RTU) for SCADA, as a controller for Intelligent Electronic Devices (IEDs) and as a relay communication processor for protective relays, recorders and monitoring equipment [77].

For our study, the COTS device OrionLX is used as a programmable controller for fault isolation in the simulated microgrid. It uses data received from autorecloser-enabled overcurrent protection relays in the grid. The dynamic grid simulation is done on the real-time platform Opal-RT as described in the previous section. The Ethernet interface setup for OrionLX is done via a Windows-based configuration software NovaTech Communications Director (NCD). From the variety of IED protocols supported by OrionLX, Modbus TCP/IP is used for relay data communication to/from the grid.

The logic engine for OrionLX is called Advanced Math & Logic and uses the Lua programming language [78] for configuring OrionLX control features. Simple logic for fault isolation is written in Lua and programmed into OrionLX. OrionLX regularly polls the simulated relays in the grid for their status and as soon as it detects an overcurrent fault, the relay logic programmed in it is activated and issues control commands to the relays for fault isolation. While this study shows only one case for its use, the HIL methodology can be used to test the physical hardware OrionLX under various simulated conditions.

The OrionLX Webpage [77], a web-based HMI specially designed for OrionLX, can be used for viewing data values, port communications and other controller related information when connected through a LAN network. It also allows users to configure its settings and
perform diagnostics. OrionLX also logs and archives all events (user initiated and internal) which can be viewed through the OrionLX Web-page.

4.3. Multi-Platform Distributed Clients

As shown in Figure 4.1, aside from the HIL client OrionLX, there are various other distributed clients with their own unique platforms for control algorithms. These are also a part of the client-server architecture, with Opal-RT as the server. The clients are individual processes running on external PCs and communicating with the server through Modbus TCP/IP protocols. The network and software architecture for these clients is explained in detail in the subsequent chapters. The clients are divided into two major categories and are explained as follows:

4.3.1. Feedback Control Clients. As the name suggests, the feedback control clients use feedback signals from the server to process their programmed algorithms and send control signals back to the server. In our study, two MPPT algorithms are used to control four different PV systems in the simulated grid. The algorithms are executed on two different platforms:

- C# programming language with built-in and custom .NET libraries on Microsoft Visual Studio IDE is used to write the P&O MPPT algorithm. The algorithm is used to control two of the four PV system on the server.

- A graphical programming language Simulink with Incremental Conductance MPPT algorithm written with the help of a control logic tool Stateflow. It is used to control the remainder two PV systems on the server.
4.3.2. **DATA SOURCE CLIENT.** The data source client performs unidirectional communication (from client to server only) and is used to send the irradiance profile data values to the four PV systems. A C# code extracts the data values from a time-stamped *Microsoft Excel* spreadsheet on the machine and sends them to the server via a Modbus TCP/IP network using the same libraries written for the feedback control clients. A one-second resolution is used for the irradiance values and hence data is sent once every second.
CHAPTER 5

SOFTWARE ARCHITECTURE

The high-level software design of the proposed system, known as the Software Architecture [79], has been explained in this chapter. The ideology behind software design decisions and implementation of various abstraction layers for the object-oriented programmed client software is explained. Since synchronized and robust communication is the core of this study, and communication inherently depends on the software-level design, the layered communication network and the protocols used are explained in detail.

The layered communication network architecture takes its basis from the International Standard Organization’s Open System Interconnection (OSI) reference conceptual model [80] and the TCP/IP model [81], as shown in Figure 5.1. The figure shows layered software architecture diagram of the system for both client and server, with the bottom three layers (Physical/Data Link, Network and Transport) representing the network architecture of the system and the rest top-most (Application) layers representing the software architecture. A brief functional description of each layer is also given.

The network architecture layers are explained briefly as follows:

- **Physical/Data Link Layer**: Ethernet networking technology is used because of its widespread and convenient use in Local Area Networks (LANs) and it provides functionality for both Physical and Data Link layers, as referenced to the OSI model. It specifies the physical and electrical specifications of the data connection and ensures reliable point-to-point communication between nodes. The IEEE 802.3 standard Ethernet with 100Base-TX support (known as Fast Ethernet) [82] is used in this study.
- **Network Layer**: The fourth revision of the Internet Protocol (IP), IPv4 is used as the network layer. The connection-less protocol, used for packet-switched networks, is responsible for packet routing and network addressing [83]. As shown in Figure 1.1, the distributed networked clients are provided with unique IP addresses to connect to the static-IP server in our study.

- **Transport Layer**: Transmission Control Protocol (TCP) is used as the transport layer, built on the IP protocol. It provides the reliable sending of data packets over a network (error handling, sequencing and acknowledgment) [84]. It can also be integrated easily into the Modbus protocol frame.

![Layered Network Architecture for Client-Server Model](image)

**Figure 5.1.** Layered Network Architecture for Client-Server Model
The highest layer in the OSI architecture, the *Application Layer* is an abstraction layer which consists of communication protocols serving the end-user with information regarding management and servicing of applications [80]. As shown in Figure 5.1, the application layer for client and server differ by the type and number of protocols (and programming layers) used in the application. With respect to the client-server model of Figure 5.1, this layer is explained for both as follows:

- **Server Application Layer**: The application layer on the server side consists of a Modbus protocol layer embedded in the C programming application libraries. Both of these are explained in much detail in subsequent sections of this chapter. These layers facilitate master-slave communication with the clients, with the server behaving as a slave device. Multiple clients are connected to the server which provides seamless communication when clients are added/removed to/from the system.

- **Client Application Layer**: The application layer on the clients is a bit more complicated due to the variable nature of multi-platform clients. Hence the programming layers differ slightly for every type of client to conform to its specifications and architecture. While the Modbus layer is the same as on the server side, it has been implemented in C# using the .NET Base Libraries., provided by *InGreenium LLC* and Mr. Sai Pradeep. The Base Library is capable of handling a number of protocols; Modbus/TCP has been used for our study. Class libraries are built on top of the Base Library which allow for multiple client communications from a single platform. Algorithms for controlling server devices are also implemented there. A Matlab interface is provided to access the lower level libraries for the Simulink platform client interface.
5.1. **Modbus Protocol**

Modbus is an application layer messaging protocol (Figure 5.1) which allows for client-server communication between several devices connected to the same network. Modbus is especially popular with industrial automation devices and has become the industry’s de facto standard. It can be implemented using three types of network architectures [85], namely:

- Ethernet over TCP/IP
- Asynchronous Serial Transmission
- Modbus Plus (a high speed token passing network)

Since with Internet, the prevalence of TCP/IP networks have increased over time for COTS devices connected to control networks, and because of its ease of implementation, Ethernet TCP/IP is used with Modbus for distributed control communication in this study. With the embedding of Modbus frame into a TCP frame, the *Modbus/TCP* is formed [39]. The client-server protocol uses a request-response message passing mechanism to read plant data from the server and write control signals to it. This is shown in Figure 5.2.

![Modbus Client-Server Model](image)

**Figure 5.2.** Modbus Client-Server Model
The above figure shows the four types of Modbus transaction types, listed below chronologically:

1. **Request**: Request message packet sent by the client over the TCP/IP network to start an event.
2. **Indication**: Request message packet received by the server.
3. **Response**: Response message packet sent by the server back to the client.
4. **Confirmation**: Response message packet received by the client, completing a single Modbus transaction.

The above methodology is further explained, with an emphasis on distributed control clients, in the next section. Port number 502 is used for Modbus client-server communication.

5.1.1. **Modbus Frame**. The Modbus request/response frame format over TCP/IP is as shown in Figure 5.3. The full message frame is known as the *Application Data Unit (ADU)*, which contains the *Protocol Data Unit (PDU)* and the *Modbus Application Protocol (MBAP) Header* [86]. All fields are encoded in *Big-Endian* byte ordering notation [87].

![Figure 5.3. Modbus/TCP Frame Format](image-url)
The seven bytes long MBAP header is added to the start of the messaging frame. It mainly contains ID tags for device and transaction management purposes. The four fields in this header are briefly explained (with their particular usage in this study) as below:

- **Transaction Identifier**: This field identifies the Modbus request/response messaging by keeping track and pairing of the transactions in clients and servers. The ID is assigned by the client initiating request and is recopied by the server in its response packet. In our software architecture, the transaction IDs of multiple clients on the same platform is managed by `Dictionary` type in the .NET Base Libraries.

- **Protocol Identifier**: This field is always zero when implementing Modbus protocol and has been reserved for future protocol extensions. It is also assigned by the initiating client and is recopied by the server in response.

- **Length**: It includes a byte count of all the following fields in the ADU. Since the length of all the other fields in the ADU is known beforehand, this field is especially helpful in determining the number of bytes in the Data field, or in other words, the number of data points. It is assigned separately by both client and the server where they indicate their respective number of following bytes in this field.

- **Unit Identifier**: For a multi-server and/or a multi-client system (like in our study), it is necessary for the initiating client to identify its unique server (unit) on the other end of the communication network. For this purpose, the Unit ID field is used for the unique client-server pairing for information exchange and hence the server should recopy this field while responding to a client request. Since the Unit ID is only 1 byte long, the maximum number of clients that can be connected to a single server, without modifying the protocol format, is 255.
The actual data and the type of request issued by the client (function code) is contained in the PDU. Since it is solely concerned with the data being communicated, the PDU is independent of underlying networking layers. The two fields in PDU, with emphasis on our study, are as explained briefly below [85]:

- **Function Code**: The one-byte field tells the server as to what kind of function to perform with respect to a request from the client (Figure 5.4). The range of function codes is 1-255, where the codes 128-255 are reserved for exception handling. Only a few of the function codes have been used in our application and they are explained as follows:

  1. **03: Read Holding Registers**: This function code is used by the client to indicate to the server that it wants to read registers from the indicated device. ‘Holding Registers’ are the registers in which addressing starts from the value 40000 (old PLC terminology). All the distributed multi-platform clients in our application use this function code to read double data values from the corresponding simulated device on the real-time server.

  2. **06: Write Single Register**: This function code is used to write a single holding register in the remote device. In our study, the HIL client OrionLX uses this function code to write to simulated IEDs in the grid. The control signals for all IEDs are embedded in this single 16-bit register.

  3. **16: Write Multiple Registers**: This function code is used to write to a block of contiguous holding registers in the remote device. All the distributed clients (except OrionLX) use this function code to write double data values to the server.
• **Data:** The data field of messages sent from a client to server devices contains additional information that the server uses to take the action defined by the function code. This can include items like starting addresses of registers, the quantity of items (data points) to be handled, and the count of actual data bytes in the field. Since in our application, the server *Opal-RT* uses *Simulink* to simulate device objects, all the data points to be read or written have to be in *double* (64-bit float) format. The problem lies in the fact that the Modbus protocol defines one *short* (16-bit float) as one data point. To circumvent this issue, four *shorts* for each *double* data point have been used while reading/writing data points to/from the server. This is achieved programmatically through byte-manipulation while formatting Modbus packets in the server code.

![Diagram of Modbus Client-Server Transaction](image)

**Figure 5.4.** Modbus Client-Server Transaction

The choice of Modbus as the application layer protocol in our study has been influenced by various factors like ease of implementation and wide-spread use in automation industry. From subsequent chapters it can also be seen that because Modbus has very small overhead (as compared to more complex protocols like DNP3), response time remains low even for a large number of clients. Real-time synchronization of client-server communication is also achieved easily as seen in the next chapter.
5.2. Multi-Client Single-Server Model

Figure 5.5 shows the complete software architecture for the proposed multi-client, single-server system. The system configuration is as described in Chapter 4, with distributed controls implemented on multi-platform clients connected to a single master server for real-time grid simulation. The client-server communication takes place via Modbus TCP/IP protocols as described in the last section. This and the following sections of the current chapter explains in detail the various software layers constructed and implemented on the master server and individual distributed clients to form the complete software architecture of the system.

![Software Architecture for Multi-Client Single-Server Model](image)

**Figure 5.5.** Software Architecture for Multi-Client Single-Server Model
5.3. Server Software Development

This section explains in detail the various components and software layers constructed on the server side of the system. A block diagram for the implemented server software architecture is as shown in Figure 5.6. Since the real-time server Opal-RT only supports additional software development in C/C++ programming languages, the coding for network programming and Modbus application layer implementation has been done in C. The main components of the block diagram in Figure 5.6 are as follows:

- **Network Socket**: The block provides an interface for client-server communication by implementing socket programming with GNU C libraries for UNIX operating systems (OS) since the server Opal-RT uses RedHat OS which is UNIX-based.
- **Opal-RT Interface**: The interface provides Simulink blocks and shared memory access for interfacing custom networking libraries with the simulation objects in Simulink. These objects are a part of the system being executed in real-time.
- **Simulated Device Objects**: These are the simulated power system devices which are being controlled via distributed controllers.

![Figure 5.6. Server Software Architecture](image-url)
5.3.1. **Server Network Socket.** The two blocks (server network socket and GNU C libraries for UNIX) in Figure 5.6 corresponds to the layers: Physical, Data Link, Network and Transport as were shown in Figure 5.1. The C code for server socket programming has been built from scratch and a state-chart showing event flows for blocking I/O sockets is as shown in Figure 5.7.

![Server Socket Flow of Events](image)

**Figure 5.7.** Server Socket Flow of Events
The GNU C libraries facilitate inter-process communication on UNIX or UNIX-like OSs using sockets (communication channels). The software as depicted by a flowchart in Figure 5.7 first constructs a socket on the server, waits for incoming client connections and finally sends/receives data as required to/from the specific client and goes back to waiting for more connections. Multiple client-handling capability is also implemented. The numerous API (Application Programming Interface) calls used in Figure 5.7 are described briefly in sequential order as follows:

1. The **socket()** call returns a socket descriptor which represents an endpoint. Usage of IP and TCP protocols is also specified with this call.

2. The **bind()** call binds an address and port number to the created socket, on which the server will run (Opal-RT in our case).

3. The **listen()** call allows the server to accept incoming client connections.

4. The **select()** call is used for synchronous I/O multiplexing of clients and enables the server to listen for incoming connections as well as read/write data to other clients.

5. The **accept()** call causes the process to block until a client connects to a server. It wakes up the process when a connection has been established and assigns a new file descriptor for communication with connected client.

6. The **recv()** and **send()** calls are used to read and write data from/to the connected client. Non-blocking reads have a timeout of few seconds. After each send() call the process state is ascertained with a call to the shared libraries of Opal-RT. If a model reset has been executed, the close() call is then initiated to end the process.

7. The **close()** call closes any open socket descriptors.
5.3.2. **Opal-RT Interface.** As shown in Figure 5.6, the following three blocks constitute the Opal-RT interface:

- **Shared Memory:** The shared memory access for Opal-RT system facilitates the interface between the server simulation and the application server code. It is mainly used to channelize incoming or outgoing data (in double precision) to the SimPowerSystems grid simulation from the distributed control clients.

- **Opal-RT Custom Libraries:** The Opal-RT custom libraries are included as header files to the application server code and provide functionality such as facilitating print commands in RT-Lab console for debugging purposes, checking process state and access to the shared memory.

- **Opal-RT Asynchronous Communication Blocks:** An asynchronous process is started by the socket controller block (OplSocketCtrl), where the port number and IP address of the remote host is also provided. As shown in Figure 5.8, the asynchronous communication (Opal-RT exclusive) blocks allow the simulation to send/receive data from the asynchronous process started by the associated socket controller [76].

![Opal-RT Interface Diagram](image)

**Figure 5.8.** Opal-RT Interface
5.3.3. Simulated Device Objects. As explained in Chapter 4, the power output of the four PV systems and overcurrent relay control for fault isolation is being done by the distributed control clients. Also the irradiance profile for the four PV systems is being generated by an external networked data source client. To identify all of these device ‘objects’ to their respective client controllers, the following two-step procedure is implemented:

(1) **Step 1**: Each server device instance is given a unique ID via the ‘unit ID’ field of the constructed client Modbus packet. This is done regardless of the nature of the platform on which a client is being executed. In our study, the assigned IDs are as given in Table 5.1.

<table>
<thead>
<tr>
<th>Server Simulated Device</th>
<th>Modbus Unit ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV System 1 (P&amp;O)</td>
<td>1</td>
</tr>
<tr>
<td>PV System 2 (P&amp;O)</td>
<td>2</td>
</tr>
<tr>
<td>PV System 3 (IC)</td>
<td>3</td>
</tr>
<tr>
<td>PV System 4 (IC)</td>
<td>4</td>
</tr>
<tr>
<td>Irradiance Data Source</td>
<td>5</td>
</tr>
<tr>
<td>Relay Control with HIL Client</td>
<td>9</td>
</tr>
</tbody>
</table>

(2) **Step 2**: When initiating communication with a simulated device, a client specifies its device ID by the use of ‘unit ID’ field in the constructed Modbus packet (see Section 5.1.1 for an overview of Modbus fields). Multiple clients on the same platform are also given unique IDs since they are communicating with different device objects on the server. The server software can then recognize the corresponding device request from the client when multiplexing I/Os.
5.4. **Client Software Development**

The software architecture for various multiple-platform clients, with their classification and numeric labels, is as shown in Figure 5.9. This section details the multi-layered software development process for each of these four distributed networked clients. The classification of these clients, with regards to their unique properties, is as follows:

1. **Software-In-Loop (SIL) Clients**: The SIL clients (clients 1-3) are software codes on a networked distributed client node i.e. an external PC. The software is fully written in C# using .NET and custom-made Base Libraries. Many of the same Base Libraries are used in all the clients. They are further divided into:

   a. **Control Clients**: The clients function as distributed control devices for various simulated devices on the server.

   b. **Data Source Client**: The client function as an external spreadsheet data source for server devices (no feedback loop).

![Figure 5.9. Client Software Architecture with Classification](image-url)
(2) *Hardware-In-Loop (HIL) Client*: The HIL client (client 4) is a real physical system controlling simulated devices on the server. The control algorithm is being written in *Lua* programming language and internal processing is done by the COTS client for formatting of network packets.

5.4.1. **Base Libraries and Class Libraries.** The Base Libraries (called *InGree-nium.dll* and *TransactionManager.dll*) for client processes are first developed in C# using .NET libraries. These libraries, implemented as abstraction layers in the application, perform the following functions:

- **Marshalling and UnMarshalling**: Marshalling is the process where internally represented data are converted to a format suitable for transmission over a network [88, 89, 90]. The reverse process is called UnMarshalling. This is done so that the remote server can easily interpret the possibly different argument data representations in distributed client’s memory. This is a necessary functionality for a flexible client-server architecture since an SIL client can use any one of the large number of application layer protocols available in use for network communication with the master server. In our experimental case study (Chapter 6), only the Modbus/TCP protocol is used for all the clients.

- **Transaction Management**: The transaction management library keeps track of the local network traffic by logging all incoming and outgoing transactions to/from the clients. This is necessary for correct client-server packet deliveries in the case of multi-client objects on the same distributed client platform. It achieves this with the use of .NET *Dictionary* class [91].

• *Endpoint Connections*: A communication endpoint is an interface created and exposed by both the client and server applications to facilitate communication [92]. Its management is also required since a distributed client can use any of the available endpoint connections for communication, for instance network or serial endpoint connections. In our study only network endpoint (with addressing done by port number and IP address) is used for all clients.

The Class Library is more or less the same and common to all the SIL clients. Its architecture, with the use of Base Libraries, is as shown in Figure 5.10. The *Domain Objects* are the SIL client memory representations of data values that are to be communicated through the network to the server. For marshalling, these are first marshalled into Modbus packet formatting and the particular transaction is logged. The values are then converted to a byte stream buffer specific to the protocol being used and communicated over the network via an endpoint connection. For unmarshalling, the reverse process is followed where the received network data bytes are converted to domain objects with unmarshalling. Both marshalling and unmarshalling have read and write capabilities from/to the server.

![Figure 5.10. Class Library Architecture with Base Libraries](image-url)
5.4.2. **Matlab Interface.** For the Simulink platform client (Client No.1 in Figure 5.9), there is an additional Matlab layer after the Class Library for interfacing .NET libraries to Simulink/Matlab environments. The architecture for this (along with various environment extensions) is shown in Figure 5.11.

The functionality of the added blocks in Figure 5.11 is described below:

- **Simulink Environment:** The control algorithms for controlling server device objects are implemented using Simulink graphical programming language. In our study, the IC MPPT controls of two of the four simulated PV devices is implemented using Stateflow charts in Simulink. Matlab environment access is provided using the **Interpreted Matlab Function Block** from the Simulink library. This block calls a specific Matlab function with Simulink input and output arguments with *double* precision.

- **Matlab Environment:** The Matlab environment then makes pre-compiled custom external .NET assemblies visible to Matlab with the use of `NET.addAssembly()` method. Classes, methods and properties can be accessed easily from the loaded assemblies using Matlab language. The procedure also loads the .NET System.dll library automatically into the Matlab environment. In our case study, it is used to load the base and class libraries developed for client-server communication (See
Section 5.4.1). *Model Callbacks* in Simulink is used to include Class Library methods which are to be used only once and not on every step of the simulation, for instance connection to the server.

5.4.3. **USER INTERFACES.** The Base Libraries as well as the Class Library for a particular SIL client have been written as abstraction layers so that the end-user only has to deal with updating domain objects, modifying control algorithms and provide server addressing (port number and IP address of the remote server). The HIL client *OrionLX* uses the *NCD* as its user interface for providing remote server addressing and modification of the control logic built in *Lua* programming language.
CHAPTER 6

CASE STUDY: MULTI-PROCESS MICROGRID SIMULATION

A case study involving a simulated microgrid system with distributed networked controls is explained in this chapter. Figure 6.1 shows the same microgrid system constructed in Chapter 3, but now simulated with networked devices such as distributed MPPT control for PV systems, supervisory relay control and irradiance profile external data source. These networked devices function as either SIL or HIL simulations as explained in Chapters 4 and 5. This chapter also discusses the synchronization of these devices with the microgrid simulation, the results of the multi-process simulation and finally the response-time analysis for networked systems.

Figure 6.1. Microgrid One-Line Diagram with Distributed Networked Control
6.1. Timing and Synchronization

The case study simulation, when executed on the server Opal-RT is found to be approximately 2.6 times slower than real-time. This issue has not been rectified in this study so that the synchronization\textsuperscript{1} implementation for the proposed framework can be shown. Hence, since the case-study simulation is not hard real-time, synchronization is needed between the client and server.

Figure 6.2 shows the timing synchronization diagram for the proposed system. The upper horizontal time-axis is for the plant simulation on the server, while the lower time-axis represent the client controller (real) time. Three message transactions are shown in the figure with $T_{1-3}$ being the time-stamp values obtained from the server. The time-stamp values $t_{1-6}$ represent the client time and time-stamps $T_{1-3}$ represent the server time. The first transaction is initiated by the control client at time $t_{1}$ which reaches the server at time $T_{1}$ and the acknowledgement, with the server time-stamp, is received at time $t_{2}$. After executing the necessary processing, the control client will then wait a certain amount of time $\tau_{1}$ (calculation/control of which is as explained below) before the next client transaction is initiated. It is to be noted that the request period of any client cannot be less than the response time of the same client over the given network. This limitation on client request period is given by:

\begin{equation}
    t_{i+1} - t_{i} < \tau_{i}
\end{equation}

\textsuperscript{1}It is to be noted that the term ‘Synchronization’ used in this thesis represents synchronized communication for the client-server architecture and is not related to the synchronization of energy sources with the electric grid, as is used in the power system studies context.
where \( i \) is the transaction index.

Equation (7) is further explained in Section 6.3. The computation time on the server side is found to be negligible and hence not included in the discussion.

\[
\begin{align*}
\text{Opal-RT (Server) Time} & \quad \text{Real (Client) Time} \\
T_1 & \quad \tau_1 \\
T_2 & \quad (T_2 - T_1) \\
T_3 & \quad (T_3 - T_2) \\
T_4 & \quad (T_4 - T_3) \\
\end{align*}
\]

**Figure 6.2.** Timing Diagram for Client-Server Communication

With reference to the timing diagram in Figure 8, the synchronization objective is given by:

\[
(8) \quad T_2 - T_1 = T_3 - T_2 = \ldots = T_n - T_{n-1}
\]

where \( n \) is the number of client-server transactions.

The objective in (8) is achieved by controlling the wait-delay \( \tau \) on the controller simulation. Bang-Bang Control strategy [93] is used to synchronize the feedback controller time with the server time. An intelligent guess is made for initial value of \( \tau \) as 2600 msec and it is updated every \( k \) transactions to switch to the correct synchronization value. The value of \( k \) can be chosen as required by the application and is chosen to be \( k = 3 \) for this study. This strategy is implemented in all the control clients.
6.2. Simulation Results

The results of the case study for the distributed controlled microgrid simulation are provided in this section. After starting the simulation, the Opal-RT server continuously monitors the port 502 for a client connection request while running the microgrid simulation with default control signal values. Any number of clients can connect/disconnect at any time during the simulation. If a client disconnects while the simulation is running, the simulation object will retain the last control signal it received and continue executing. Control actions of one client can affect results from another. As shown in Figure 6.1, the two main categories in which the distributed control for this case study can be divided are:

- *Fault isolation with Supervisory Control*
- *MPPT Control for PV Systems*

All the control clients on their respective platforms have been executed simultaneously and the results of the simulation are as described:

6.2.1. Fault Isolation with Supervisory Control. The supervisory control written inside the COTS client *OrionLX* monitors the OC Relays (1-4) and facilitates fault isolation in case of a three-phase overcurrent fault between bus 2 and 3. The control logic written in the supervisory controller is specific to the described fault for the purpose of demonstrating a test case scenario. The series of events occurring during the fault isolation process are outlined below:

1. An overcurrent three-phase fault occurs at \( t = 2\text{secs} \) between bus 2 and 3, as shown by the red lightning bolt in Figure 6.1.
2. Buses 1 and 2 pick up the fault and start their reclosers, as explained and analyzed in Chapter 3, Section 3.3.
(3) Since the *OrionLX* supervisory control is continually polling the relays for fault detection, the status of relays 1 and 2, as provided to the supervisory control, change from ‘No Fault’ to ‘Fault’.

(4) On buses 1 and 2, there is no action taken by the supervisory control and hence relay 2 locks-out, opening CB2 and relay 1 resumes normal operation, closing CB1.

(5) The supervisory control signals relays 3 and 4 so as to open CB3 and close CB4. This control action overrides the autorecloser logic built into the relays.

---

**Figure 6.3.** Current values for Feeder Fault Isolation with Supervisor Control, showing time increment on the x-axis and current (amperes) on the y-axis
Following the above sequence of actions, the fault is isolated between bus 2 and 3 and hence the loads represented by L3 are now serviced by the back-up source S2. Comparing these results with the simulation carried out in Chapter 3, it is observed that the relay communication through the supervisory control provided by OrionLX prevents the loads on L3 from losing service by isolating the fault. It is to be noted that for the purpose of emphasizing communication and not the power system study itself, the supervisory logic built into OrionLX is programmed for fault isolation between Bus 2 and Bus 3 only. Automatically detecting a fault and then isolating it is a part of future work of this study. The RMS current analysis diagram of this simulation is shown in Figure 6.3.

6.2.2. MPPT Control for PV Systems. The four PV systems of the microgrid simulation have their MPPT controls as well as the irradiation data source on distributed platforms acting as clients. As described in Chapter 3, the Perturb & Observe method is used for PV1 and PV2 while the Incremental Conductance method is used for PV3 and PV4. A request period of 1 sec (Opal-RT time) is used by all MPPT control clients for polling of data and sending of control signals. The simulation results for duty cycle analysis (for PV1 and PV3) is as shown in Figure 6.4. Because of slow polling rate of the controllers, the control signal is visible as discrete steps.

The irradiance profile in this case is also not constant and is provided by National Renewable Energy Laboratory (NREL) as one-second resolution solar irradiance data for noon, 1st March, 2011 as measured at Oahu Solar Measurement Grid, Hawaii, US. The irradiance profile, as seen by the Opal-RT server simulation, is as shown in Figure 6.5. The duty cycle control signals are seen to follow the curvature of irradiance profile, verifying its correct functioning.
Figure 6.4. Duty Cycles for Networked Control Microgrid PV Systems, showing time increment on the x-axis and duty cycle value on the y-axis

Figure 6.5. Irradiance Profile for PV Systems (Source:NREL), showing time increment on the x-axis and irradiance value ($W/m^2$) on the y-axis
6.3. **Response-Time Analysis**

In the context of the client-server model, *Response-Time* is defined as the time difference between the moment (event) the client sends a request out to a server and the moment it gets back an acknowledgment. *Read/Write (R/W) Response-Time* is then defined as the response time of a client when it completes a *read* (acquiring control inputs from the simulation) and *write* (providing control signals to the simulation) cycle. The R/W Response-Time is calculated with the use of `System.Diagnostics.Stopwatch` .NET class, and implemented in C# on the client code. The total number of ‘ticks’ per R/W cycle are calculated and then divided by the frequency of these timer ticks. This number, when multiplied by $10 \times e^6$ gives the result in microseconds for the amount of time passed. This information for our study is important as it sets a limit on the type of power devices that can be simulated in this ‘networked control’ configuration.

6.3.1. **Response-Time Performance.** For performance analysis in terms of response-times of clients, 10,000 iterations of R/W polls are done on the server in study and the response-times for each iteration is noted and analyzed. Because all of the clients are executed on the same host PC, it is observed that a small fraction of the data packets give much worse response-times than the others. This is most probably due to the host PC’s time-shared execution of multiple processes (each client is executed as a different process, in addition to the default processes executing on the machine). The two types of R/W data packets with respect to their response-times are then defined as:

- **Good data packets**: The data packets with very low R/W response-times in the range of $0 – 4$ms. They have a high probability of occurrence and represent the response-times when the limitations on the host machine are not considered.
Bad data packets: The data packets with high R/W response-times in the range of 200 – 250 msecs. They have a very low probability of occurrence (approximately 1:1000 for one additional client) and occur probably due to the time-shared processing nature of the host machine.

Figure 6.6 shows the cumulative distribution function (CDF) plot for ‘good data packet’ response-times with increasing number of clients. The CDF plots are color-coded with respect to the number of clients executed parallely, as shown in the figure. As seen, the mean response-time for number of clients ranging from 1-5 is between 1.2 – 1.6 msecs, while the minimum and maximum response-times range from 0.35 – 3.5 msecs. The CDF curves gives more high-latency packets (decreasing performance) as the number of clients are increased.

![CDF plot of good data packet hits](image)

Figure 6.6. CDF Plot for Response-Time Analysis for Increasing Number of Clients)
Figure 6.7 shows the frequency of ‘bad data packet’ hits with increasing number of client connections for 10,000 iterations. As seen from the figure, the frequency occurrence of these packets is low, but it does increase as the number of clients are increased. These data packets are important and can adversely affect the performance of the networked control system by placing a much lower limit on the system-tolerable network delay. Further analysis is required to accurately predict and possibly eliminate the occurrence of these packets.

Figure 6.7. Plot showing Number of Bad Data Packets for Increasing Number of Clients

6.3.2. NETWORKED PID CONTROL. A simple PID controller is constructed with the proposed network communication between the reference and the control signals, and its performance for various induced time-delays is analyzed. Figure 6.8 shows the performance degradation of the PID controller step-response with increased forced network delays. The proportional, integral and derivative gains used (without any tuning) for the purpose of this analysis are $K_P = 20$, $K_I = 5$ and $K_D = 5$ respectively.
Figure 6.8. Step-Responses of PID Controller with Various Network Delay Times
The multi-disciplinary experimental set-up of this study shows that power system dynamic simulations can be improved by using a combination of parallel and distributed processing. Algebraic control algorithms on various platforms and/or external data sources can be successfully interfaced with real-time simulation in a client-server configuration using Modbus TCP/IP networking protocols. HIL and SIL, both types of simulations can be used to get various simulation advantages such as testing of commercial equipment, less dependency on modeling platforms and modeling environmental characteristics for accurate modeling.

Under the current setup with both ‘good’ and ‘bad’ types of data packets potentially affecting the performance and stability of the networked distributed system, the minimum and maximum response times for multiple connected clients are 0.35\(\text{msecs}\) and 250\(\text{msecs}\) respectively. Hence, the distributed networked control framework proposed in this study can be successfully used to network relatively slow algebraic control algorithms, for instance MPPT control for PV systems and supervisory relay control, from the primary simulation. The limitations on networked control will include fast acting dynamic simulations like full-switched bridge inverters, very fast governor controls on synchronous machines etc. There is a trade-off between the number of networked devices connected, their polling frequencies and the performance needed from the distributed system.

With the experimental set-up, it is seen that due to low latency in communication (because of small overhead and frame size), the easily implemented Modbus/TCP protocol can be a good choice for networked controls. It is also a very widely used protocol in automation.
industry and hence is widely supported by industrial equipment that may need to be tested under the set-up provided in this study.

7.1. Future Work

This study provides a basic framework for NCS and CPS as related to power systems dynamic HIL & SIL simulations, especially for power system simulations. It can be expanded further in following ways:

- **Synchronization**: A better control mechanism, for instance PID control, can be used for the timing synchronization between client-server communication.

- **Time-Response Analysis**: A more thorough time-response and bandwidth analysis is required for complete understanding of the observed ‘bad data packets’. As observed, if these packets can be eliminated from the communication set-up, the performance and list of potential control clients can be significantly improved.

- **Increasing HIL Integration**: The networked controls can be interfaced with the SCADA system supervising a real microgrid, for instance the *InteGrid Lab* at Colorado State University. This will enable the capability to implement control strategies from external software platforms, like Simulink and C# programming languages, and to be tested on real physical systems.

- **NCS Framework Improvement**: Stability and performance improvements can be made in the network architecture of this study by utilizing Networked Control System theoretical studies. The Base Library for networked client devices, provided by *InGreenium LLC*, is flexible enough to incorporate a large number of networking protocols and thus protocols other than Modbus can be used for specific studies.
• *More Complex Control Schemes*: More complex control schemes can be utilized in the current framework, keeping in mind the limitations on network response-times affecting performance and stability.

• *Network Security for CPS*: If incorporated into a complete cyber-physical system architecture, the issue of network security should be addressed.
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APPENDIX A

MPPT Algorithms & PV Array Specifications

The flowcharts for the two MPPT algorithms implemented in this study are given in Figure A.1 and A.2.

A.1. Perturb & Observe Method

![Flowchart for Perturb & Observe Algorithm]

Figure A.1. Flowchart for Perturb & Observe Algorithm
A.2. Incremental Conductance Method

Figure A.2. Flowchart for Incremental Conductance Algorithm
A.3. PV Array Specifications

PV Array specifications for the SunPower SPR-305-WHT PV Panel [64] are given in Table A.1.

Table A.1. SunPower SPR-305-WHT PV Array Specifications

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Variable (Units)</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of cells in series</td>
<td>$N_{\text{cell}}$</td>
<td>96</td>
</tr>
<tr>
<td>Number of series connected modules per string</td>
<td>$N_{\text{ser}}$</td>
<td>5</td>
</tr>
<tr>
<td>Number of parallel strings</td>
<td>$N_{\text{par}}$</td>
<td>66</td>
</tr>
<tr>
<td>Maximum Power</td>
<td>$P_{mp} (W)$</td>
<td>305.2</td>
</tr>
<tr>
<td>Maximum Power Voltage</td>
<td>$V_{mp} (V)$</td>
<td>54.70</td>
</tr>
<tr>
<td>Maximum Power Current</td>
<td>$I_{mp} (A)$</td>
<td>5.58</td>
</tr>
<tr>
<td>Open-circuit Voltage</td>
<td>$V_{oc} (V)$</td>
<td>64.20</td>
</tr>
<tr>
<td>Short-circuit Current</td>
<td>$I_{sc} (A)$</td>
<td>5.96</td>
</tr>
<tr>
<td>Series Resistance</td>
<td>$R_s (\Omega)$</td>
<td>0.0380</td>
</tr>
<tr>
<td>Parallel Resistance</td>
<td>$R_p (\Omega)$</td>
<td>993.5</td>
</tr>
<tr>
<td>Diode Saturation Current</td>
<td>$I_{sat} (A)$</td>
<td>$3.1949 \times 10^{-8}$</td>
</tr>
<tr>
<td>Light Generated Photo-Current</td>
<td>$I_{ph} (A)$</td>
<td>5.9602</td>
</tr>
<tr>
<td>Diode Quality Factor</td>
<td>$Q_d$</td>
<td>1.3</td>
</tr>
</tbody>
</table>

Maximum power for a single PV array (Watts) is thus given by:

\[
P_{\text{array}} = N_{\text{par}} \times N_{\text{ser}} \times P_{mp}
\]

From Equation (9), $P_{\text{array}} = 100.7$ kW.